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Abstract Training Process

This project designs and implements an Al-powered chatbot to answer questions about the Lawrence Technological Generating Training Data using ChatGPT JSON Formatting JSON File Validation
University Robofest [6] event. Currently, no chatbot exists for this purpose, and creating one will enhance user-friendliness,

: : . C - . : Once the data was in JSON format, it was validated using a simple Python script
provide valuable event information, and boost engagement and participation. The chatbot uses a fine-tuned OpenAl language Using Chat GPT to Process Information Thedbe;t f?rmat foqu ?pet} Al détla todpro§esi deg?) 18 JEQNL ﬁ(lie., Whire L to verify and correct the formatting’o £ each line. The scrigt ren dsp the c?riginal ﬁlle):
- . : : : . - stands for line. Each line 1s considered a single JSON object, and it makes it - ’

model to man th simple an mplex interactions with quick an rate r nses. K roject steps include : : - - S : : : - ’ . :

?1(16 . 0 ad age bo. S S(I; © 3 d co IIi eb " © Eflf: ons W hClu C dald .a(}:lm(l)a C AC’iSPOdseHS ?Y pF ] dp o The information housed on the Robofest website contains a significant amount of information and extensive documentation. easier for the Open Al to read it. The JSON file could look something like ~ containing questions and answers formatted by ChatGPT, and checks for any
collecting an preparing JSON data on Robo est, 1ge—mn1ng .t ¢ mode Wlt 1 UpenAal and Huggliig rdce, an testing .1ts Manually reviewing all this material to create a training dataset of questions and answers would be both challenging and inefficient. this: discrepancies. If errors are found, such as missing brackets, parentheses, or
performance with 20 event-related questions. The project also involves d681gn1ng. a user—frl?ndly front.—enc.l using JaV’f‘SC“pt To simplify this process, we utilized Chat GPT, a tool capable of efficiently generating questions and answers based on provided { commas, the script corrects them. Once the entire file is processed, the script
and HTML. The final outcome was an operational chatbot that answers user questions effectively, despite limitations like the content “Message” : | generates a new output file with the corrected format, ready for training the model

: : ,
< < b < < ! . ° . . . . . .
cost of running the models and challenges in dataset conversion. Iterative testing and data refinement enhanced the model's We inout th ; . whether in PDF or Word f i Chat GPT with G t { “role” : “user”, “question” : “When is Robofest 2025?” }, in OpenAL This step is crucial because even minor formatting errors can cause the
robustness, and future efforts may focus on deploying the chatbot on the live Robofest website. However, using the C Input the necessary documents, Whether 1 or word Tormat, 1nto -ha With a prompt instructing 1t 1o gencrate { “role” : “chatbot”, “answer” : “Robofest 2023 takes place on May file to fail validati despite Chat GPT bei ted to foll ifi
) ) : : ) : : ile to fail validation, despite Cha eing prompted to follow a specific
£ . hni did imal b £ the | £d datine i ired : questions and answers. ChatGPT performed well, typically generating a substantial number of questions, though not always 15th.” } : : Yy
Ine-tuning technique did not turn out very optimal because of the large amount ot data updating 1t required, so using a , , ) . .. . format. Below is the code used to perform this validation:
different approach instead can give better results reaching the target of 100 in a single attempt. When fewer than 100 questions were generated, additional prompts were issued to ]
. ll’lcrementally bUJld the dataset U.I’ltﬂ the dCSlI'ed COlll’lt was aChleVed. } def correct_jsonl_format(input_file, output file
, . Once we have this format, we can convert it to a JSONL file where it would S T e, % s
. It was found that asking Chat GPT to handle smaller amounts of data made the output more accurate. In addition, ChatGPT look something like this: 1
. . . . . . . * line line.strip
I n t rO d u Ct I O n occasmna}ly provided undesirable output, which required a new prompt to be provided. The images below show the Chat GPT { “message” : [{ “role” : “user”, “question” : “When is Robofest 2025?” }.{ Jine: - .
conversations conducted to get the needed results. “role” : “chatbot”, “answer” : “Robofest 2025 takes place on May 15th.” } | } kit
| will submit some information, and | want you to generate 100 2 I"wantthen'lto"be s?p"erate"n:essagesulife this:' . - Hemory Fal © . . M s
. < < < . < . . : : : i d answers based <;n it. The information is too long, so | ("mes"sa"ges':[( r(ile": user " fontent: What}s t'he e tealm sue? b . .
In today's digital landscape, user experience is crucial for engaging participants effectively, especially on websites that host R S A i e Tl AR i N i e can you convert questions 21 -1t thisformat without changing any 11“1he next. Stzp Jlélgf\ll}iei formatt%ng;he ﬁgnerated queoztlgnéﬁnd éri)s;vers: Lnto entry = - loads(line
. . . . . . . Game and Exhibition. e t require ormat. To do this. we provide at with a
events like Robofest at Lawrence Technological University. The current Robofest website lacks an interactive component to R | . | (s (1 it . ot b rg an on eam, 1l “siant,-canten 1y b pessle © req ) ’ P » . .
: : - - . : ot pomeratie et et o hen yode eady and et ioryoursonat e e ot e b e s omerat 1 e vcommende There ey o e onfice e sample of the desired format and prompted it to convert the generated i i S
assist users, which presents an opportunity to enhance user engagement. Integrating a chatbot could significantly improve | i bl 4 e 1y e . : o . . ROl Gl T
friendl; b 4 i : " . on ab h e e R questions and answers accordingly. While this task occasionally provided e B el Wox ik

user-irienaliness by providing quick access to important information about the event. What is Robofeste compettion ) IR T ——— . .. : :

- Founded in 1999 by Professor CJ Chung, PhD, Math & Computer Crmesages [l -srs “ontent s comparalets I inaccurate responses containing incorrect formatting, the process was

Science Dt ot Lowrence Tchnologca Urivrsy e T e e - . . . . .
Recent studies indicate that chatbots are increasingly popular among consumers, with 68% of users having utilized them for e S A AP T e I S G g i T improved by providing a more specific prompt for OpenAl to use which corrected_entries.append(entry
customer service interactions [5]. This statistic underscores the effectiveness of chatbots in delivering assistance and support e e e o e B) s e ot et o ot ot o et s (raasenges {sestars “uear, “cntamss Uhet. sho Tesa fnciude 1n thatn vidn rects included examples for it to follow. An example of a prompt used can be seen G2 Pokipnine Al ery i Ginels
to users. By leveraging OpenAl and Hugging Face technologies, this project aims to create a robust Al-powered chatbot '2"5“?”5”“ade"‘“k°“awre“”“““°'°9i“' Ey— as follows: SR (T TG R s SE R e
Capable Of handling bOth Simple and Complex inquiries. ?u(;er:iesf;:g;ict;:ement and interest among young people for Science, {{: :::: [[{{::ll: :::: : Ccz:::: :::tt ::et::eR::M:l:?z:?:;s”;::Ro{b:.;: Com:( {"messa:es"; [{"role | "user"J "conter\t"; "What happens if a team do:s not qual’:Fy initiavl User print f"Er‘r‘OT‘: {e} ER {line}"

il e [T ST v, S e e (o () i e I s e e o poe for. ot ctbengs] ' Keeping the same prompts and responses, format your response using the following format:

Science, an d Al {"messages": [{"role": “user", "content": "Can teams exceed the maxim ize?"}, {"ro: {"messages": [{"role": "user”, "content": "How will teams be notified of their advancement - — - - —_— - " - . oo 4 o i
The implementation of this project followed a structured approach: initially, data was gathered and formatted in a [ Develop sent . i Sl s tesinaik: lescl sl ceachy. Gl e e s L e e e e s e s ;meszlg}es ASCLSE RS oSSBT AT IS 5 HC, S CRas ey Se Tt S enies N e

. . . . . . . ChatGPT W) | e e b json.dump (entr Yy

question-and-answer JSONL format, which served as the foundation for training the model. Once the training data was hiessese S O Messoe crae {"messages": [{"role": "user", "content": "*Next prompt here**"}, {"role": "assistant", "content": "*Next TR e
prepared, the model was fine-tuned and rigorously tested to ensure its accuracy and functionality. We then connected the response here**'}]} G A

trained model to a test website to verify its connectivity and performance. After confirming that everything operates

. : .. : : el Expanding The Data . : User Interface
smoothly, we updated the training data with additional information to further enhance the model's capabilities. P - Fine-Tuning Process Create a fine-tuned model
Fine-tuning requires a large amount of data for training. Having one prompt and The front end development for the chatbot was created using html, css, and
i i i i . i i : : .. . The base model used to  fine-tune  was  the e : ) : : : : ’ ’
In cqnclusmn, this proj e(.:t aimed .to deve.lop an Al-powered (%hatbot that eghances user 1n.teract10.n.and engageme.nt through response per question to train on was not effective in training the model. To £-4.0-mini-2024-07-18 due to its cost effectiveness and the JavaScript. It consists of a simple icon that rests in the bottom-right corner of a
efficient and accurate information delivery. By systematically collecting and reﬁmpg training data, testing model increase the amount of data we had to work with, ChatGPT was used to reword rg(?bus‘.[ness of its existine laneuace model. Each model trained . webpage, which expands into a dialogue box when clicked on. From there, users can
performance, we created a prototype that not only meets user needs but could also contribute to the overall success of the each prompt five times to provide more examples to train with. An example of tod del gh' hg & p 't. cvely to train h At sonfle t s o inin, B roveing el you oni st s rve input their question and receive a response from the fine-tuned language model. An
Robofest event. This initiative demonstrates the potential of chatbots to transform user experiences in event management and the prompt used to do this was: cre;afe 4 n(clev;f model, d“; (L was HSEE fietathvely 1o framn He o o example of the code used for creation and the user interface can be seen as follows:
foster greater participation in academic and community activities. CAISHNS MOUEE OT NEW Catd. L
. , Training was done with the OpenAl fine-tuning interface. The 2
you are helping me expand my data to fine-tune an LLM for a chatbot.  tarf I ” o data in a JSONL f | )
Consider the prompt provided and reword it in five different tones representin mterface allows you to provide tramning data in a ormat, Upload  fileor drag and drop here
promptp P g and customize the training settings which includes base model to G

How many people can be on
my team?

the students, parents, or mentors who may ask about a Robofest competition. Use train on, suffix, seed, batch size, learning rate multiplier, and

first, second, and third-person points of view. Keep the same response and number of epochs. The log of fine-tuning sessions can be seen in An example of the fine-tuning interface used for

JSONLformat” training the model: Tegms can have a maximum
of five members.

Utilization of Large Language Models: OpenAl vs Huggingface the following table:

This provided new prompts like the following: Date Model Name Tokens Trained | Time Taken to Train
"Where do I register as a new coach for Robofest?" 912472024 ft:gpt-40-mini-2024-07-18-personal:: AB7XyYmL 2773 [1 minutes, 14 seconds Ask me about Robofest! | send | Ask me about Robofest! | send |
) ) 10/22/2024 ft:gpt-40-mini-2024-07-18:personal:: ALFII9LS 15,807 8 minutes, 38 seconds
e o e - . T "What steps should I take to become a registered coach in the Robofest system?"
T supporting Documents [ e tune OpenAl mode = ode i e T 11/4/2024 ft:gpt-40-mini-2024-07-18:personal:: AQO9WEci 48,933 28 minutes, 9 seconds
‘ "How can I sign up as a new coach on the Robofest platform?" . ,
_ 11/14/2024 ft:gpt-40-mini-2024-07-18:personal:: ATZQuleK 265,251 40 minutes, 26 seconds response| = await fetch(’http:
UtilizeQPenAI tp |mport.JSONL qﬁitisjr??)alfmd anaﬁ’yﬂz‘ﬁﬂ%ﬁ’;ﬁgéznd C;r:eriﬁﬁe:%zfggzgfe ¥ o "C .d h t ® t h f R b f t‘)" method: 'POST', v
oLy St ol e l an you guide me on 0w to register as a new coach 101 Robolest: 11/21/2024 | ft:gpt-40-mini-2024-07-18:personal:: AW3mplpl 56,148 29 minutes sk
prompts/responses mode e ool content-Type': 'application/json’
I I —— —— "What is the process to register as a new coach in the Robofest system?" 12/5/2024 ft:gpt-40-mini-2024-07-18:personal:: AbBCLEE3 13,428 11 minutes, 5 seconds API———
Vet Lk ! : : ) . nodel: [P tomini e 7
o ety I P "How do I register as a new coach in the Robofest system?" 12/12/2024 | ft:gpt-40-mini-2024-07-18:personal:: AdfyJTor 15,195 9 minutes, 51 seconds 1 s Gt s o
REOh mor raning . i :
v iy g sy
EaHgt l P if (!response.ok) {
Prompts/ t ew Error( Networ esponse was not ol response.statusText
[esting and Results
l Yes data = await response.json();
4 ' Configure
pjﬁjﬁg"tﬂrs = t botResponse = :ocumen’é.éfta?tevElérflen’?( TVER) s
Exﬁfcgﬂﬁffh Eer ! To evaluate the accuracy of our model's responses, a series of tests with 20 questions Scores of each question e e b e
response Streamiine fine tuning .. .o chatHistory.appendChild(botResponse);
| process oy lvragng each was conducted. Initially, the model's performance was weak, often providing B Test1 Il Test2 Test 3 S eror F:p o fetehine p e o
! il inaccurate answers. The average score from these responses was 1.2 out of 5. After B e;“’”‘esp‘l’”* : d°°;§i”“°”“““’”f?‘ v
L ' incorporating additional data, the average score improved to 1.8, though the model still e;mraesgonseitexzcchm;zét - *sorr A e ua
ave data as Train the model . . . . . . . chatHistory.appendChi errorResponse);
e required significant enhancement before being suitable for real-world interaction. An >
example of the prompt and response from early testing can be seen as follows:
Prompt: “How do I register as a coach in the Robofest system?”
. . .. . . . G : . 3
After conducting research on fine-tuning models, OpenAl emerged as one of the most popular platforms for similar projects. Fine-tuned response: “To register as a coach, you must be a full-time employee Sf 2 I a ke a Wa yS
To utilize OpenAl, we followed a video tutorial available on the RIIS website [4]. The initial step involved formatting our data the participating school. Coach registration occurs during the team registration process. S 2
into the appropriate JSONL format. Once formatted, the file was uploaded to OpenAl for validation. After successful The response from the model in the shown case is inaccurate and vague. This was What was Limited: What we Learned:
validation, the data was used to fine-tune a model. This newly trained model was then accessible for testing via the OpenAl believed to be due to a lack of training data. To remedy this, a third test was conducted Quantity of data - Large : : : : :
playground. by rephrasing and including the same question five times in different forms. This L R eyrnodels - uir%, Enhancing user interaction - developing an Al ghgtbot W111
. . . o . . . . . approach raised the average score to 2.6, offering valuable insights into strategies for extrgemil laree am((;lunts of improve the user experience with Robofest by providing quick,
Following this, a simple chatbot web application was developed to integrate the model, allowing us to test its functionality further improvement. Next, we analyzed the questions where the model's answers were 0 data to trZin ﬁl ore data oan accurate responses
directly within the chatbot application. The integration process was relatively straightforward, aided by comprehensive less accurate, and the model was re-trained specifically on those problematic areas. With Ouestions be generateci to further Importance of data preparation - properly formatting training data
documentation provided by OpenAl. The primary drawback of OpenAl, however, is its cost. Depending on the chatbot usage, this target§d adjustment, the average score increased to 4.0 and later to 4.85, Scores for all 20 questions across 3 fests enhance the accuracy of the into JSONL format was critical for successful model fine-tuning
expenses can accumulate significantly. demonstrating a strong overall performance. An example of the new responses can be model. Integration challenges - while Open Al offered smoother integration

seen in the following:

Hugging Face is another widely used platform for creating and fine-tuning models, with the key advantage of being free. ) . . - Quality of responses- Zviltfttllcuﬁis chatbot interface, Hugging Face posed deployment
However, the fine-tuning process on Hugging Face proved to be more complex compared to OpenAl [2]. To proceed, we Prompt: “How do I register as a NEW coach in the Robofest system: Average Score Growth Refe re N Ce S Responses from the model

Fine-tuned response: “Submit New Coach Registration online under Registration : may not provide the most

followed a YouTube tutorial on a similar project [3]. We used the same JSONL format for our data but had to write Python Testing - testing the chatbot in the Open Al Playground provided

de t Iv train th del at robofest home page. See section 4 of the Robofest General Rules on the 2025 ) detailed ipforma}tion. Further insights into the performance of the fine-tuned model compared to
code to propetly train the model. Main Page.” [1] OpenAl API reference, research is required to generic models
. . . . . o https://platform.openai.com/docs/api-reference/introduction (accessed Apr. determine how responses
Once trained, the model was uploaded to our Hugging Face account for deployment. However, integrating the model with our This response was more accurate and helpful, and proved that training the model on more ; 18, 2025). can be improved and include Iterative development - the iterative nature of the project - refining
website presented challenges. Despite following all the recommended steps, we encountered errors when attempting to use the data was beneficial to its overall accuracy. While a significant amount of data was % 2 I[lztt] slj/lﬁgmﬁl fagse' j(j}filj)r;e?;ig:;’;dlil%‘gifg gg;f; ) Documentation, hyperlinks to specific pages dat.a, V.alidating ff)rmats, and addressing Pla'.tform—speciﬁc challenges
model. Further investigation revealed that the model lacked sufficient activity for deployment. Addressing this required either generated for the model, resources were limited to generate the quantity and quality ) [3]pY'0uTugfe Iglttps:}/Www.youmbe.com/gv-atch,?v=tjal.ljuROCWk (accessed and documents. - highlighted the importance of adaptability in Al development
deploying it to Inference Endpoints, which incurred costs, or increasing its social visibility—a less feasible solution [2]. adequate for highly accurate responses. More efficient methods for data generation is a 1 Apr. 18, 2025). Implementation- The Prototype success - creating a functional chatbot prototype lays the
. L . . . . topic to be further explored to enhance the efficacy of the model. [4] “Create your own customized website chatbot using chatgpt,” RIIS, = icati roundwork for future development and deployment on the Robofest
Given these complications, we opted to continue with OpenAl. Although it involves a cost, it is more manageable than the T 1 2 ; : https://www.riis.com/blog/create-your-own-customized-website-chatbot-usin ;’haﬂﬁ(’t appﬁcatlon runs gvebsite P pioy
alternatives posed by Hugging Face. Additionally, OpenAl offers more extensive documentation, which is beneficial for future To better visualize the testing process, two graphs were created. The first graph in the top L g-chatgpt (accessed Apr. 18, 2025). . ocally and has not been
) ; , _ _ , , [5] “24 amazing chatbot statistics for 2024,” Backlinko, tested with unknown users. F P ial - thi ' foundation for furth
illustrates how the scores for 20 specific questions for each test, while the second graph , _ : , uture Potential - this project serves as a foundation for further
development [1]. et . : Progression of fine-tuned models response scores https://backlinko.com/chatbot-stats (accessed Apr. 18, 2025). Further testing for - - '
beneath it highlights the progression of the model's average score over time. over time [6] Robofest 2025, www.robofest net obustness is fequire q rescarch and development, including expanding the chatbot

capabilities and improving its deployment on live platforms


http://www.robofest.net

